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Abstract

We describe a research roadmap for going beyond the state of the art in Qualitative Spatial and Temporal Reasoning (QSTR). Our proposal involves researching novel local consistencies in the aforementioned discipline, and defining dynamic algorithms pertaining to these consistencies that can allow for efficient reasoning over streams of spatio-temporal information. Simply put, QSTR is a major field of study in Artificial Intelligence that abstracts from numerical quantities of space and time by using qualitative descriptions instead (e.g., precedes, contains, is left of); thus, it provides a concise framework that allows for rather inexpensive reasoning about entities located in space or time. Applications of QSTR are found in a plethora of areas and domains such as smart environments, planning, and unmanned aircraft systems.

1 Background

Qualitative Spatial and Temporal Reasoning (QSTR) is a major field of study in Artificial Intelligence, and in particular in Knowledge Representation & Reasoning, that deals with the fundamental cognitive concepts of space and time in an abstract, qualitative, manner. In a sense, this approach is in line with the qualitative abstractions of spatial and temporal aspects of the common-sense background knowledge on which the human perspective of physical reality is based. For instance, in natural language one uses expressions such as inside, before, and north of to spatially or temporally relate one object with another object or oneself, without resorting to providing quantitative information about these entities. More formally, QSTR restricts the vocabulary of rich mathematical theories that deal with spatial and temporal entities to simple qualitative constraint languages. Thus, QSTR provides a concise framework that allows for rather inexpensive reasoning about entities located in space and time and, hence, further boosts research and applications to a plethora of areas and domains that include, but are not limited to, ambient intelligence, dynamic GIS, cognitive robotics, spatio-temporal design, and qualitative model generation from video [31, 6, 14, 41].

As an illustration, the first constraint language to deal with time in a qualitative manner was proposed by Allen in [1], called Interval Algebra. Allen wanted to define a framework for reasoning about time in the context of natural language processing that would be reliable and efficient enough for reasoning about temporal information in a qualitative manner. In particular, Interval Algebra uses intervals on the timeline to represent entities corresponding to actions, events,
or tasks. Interval Algebra has become one of the most well-known qualitative constraint languages, due to its use for representing and reasoning about temporal information in various applications. Specifically, typical applications of Interval Algebra involve planning and scheduling [3, 2, 25, 13], natural language processing [40], temporal databases [39, 8], multimedia databases [21], molecular biology [16] (e.g., arrangement of DNA segments/segments along a linear chain involves particular temporal-like problems [5]), and workflow [23].

As another illustration, inspired by the success of Interval Algebra, Randell et al. developed the Region Connection Calculus (RCC) in [26], which studies the different relations that can be defined between regions in some topological space; these relations are based on the primitive relation of connection. For example, the relation disconnected between two regions \( x \) and \( y \) suggests that none of the points of region \( x \) connects with a point of region \( y \), and vice versa. Two fragments of RCC, namely, RCC-8 and RCC-5 (a sublanguage of RCC-8 where no significance is attached to boundaries of regions), have been used in several real-life applications. In particular, Bouzy in [7] used RCC-8 in programming the Go game, Lattner et al. in [19] used RCC-5 to set up assistance systems in intelligent vehicles, Heintz et al. in [17] used RCC-8 in the domain of autonomous unmanned aircraft systems (UAS), and Randell et al. in [27] used a particular discrete domain counterpart of RCC-8 (called discrete meterotopology) to correct segmentation errors for images of hematoxylin and eosin (H&E)-stained human carcinoma cell line cultures. Other typical applications of RCC involve robot navigation, high level vision, and natural language processing [6].

2 Purpose and aims

Our proposal is to research novel local consistencies in the context of Qualitative Spatial and Temporal Reasoning (QSTR), with an emphasis on defining dynamic algorithms pertaining to these consistencies that can allow for efficient and flexible handling of incrementally available spatio-temporal information by means of real-time computing and just-in-time inference. Notably, the state of the art in QSTR lacks such dynamic algorithms (more to follow in Sections 3 and 4) and, hence, falls short of being practical for highly active applications [31].

To facilitate discussion, we first recall the notion of a Qualitative Constraint Network (QCN), which is a structure that is used to represent and reason about qualitative information, and is based on a finite set \( B \) of jointly exhaustive and pairwise disjoint binary relations defined over an infinite domain \( D \) (such as a topological space or the real line), called the set of atoms [20].

**Definition 1.** A qualitative constraint network (QCN) is a tuple \((V, C)\) where:

- \( V = \{v_1, \ldots, v_n\} \) is a non-empty finite set of variables, each representing an entity;
- \( C \) is a mapping \( C : V \times V \rightarrow 2^B \) such that \( C(v, v) = \{\text{Id}\} \) for all \( v \in V \), where \( \text{Id} \) denotes the identity atom, and \( C(v, v') = (C(v', v))^{-1} \) for all \( v, v' \in V \).

A subset of \( B \) (item of \( 2^B \)) denotes a relation encoding possible atoms, only one of which may hold between two entities. Hence, \( 2^B \) represents the total set of spatial or temporal relations. An example of a QCN is shown in Figure [1a] for simplicity, self-loops corresponding to relation \( \{\text{Id}\} \), and converse relations, are not depicted.

Given a QCN \( \mathcal{N} \), we are particularly interested in its satisfiability problem, which is the problem of deciding if there exists a spatial or temporal interpretation of the variables of \( \mathcal{N} \) that satisfies its constraints, such an interpretation being called a solution of \( \mathcal{N} \) (an example of a solution...
Figure 1: Figurative examples of QCN terminology using Interval Algebra; symbols \( p, e, m, o, d, s, \) and \( f \) correspond to the atoms \textit{precedes}, \textit{equals}, \textit{meets}, \textit{overlaps}, \textit{during}, \textit{starts}, and \textit{finishes} respectively, with \( i \) denoting the converse of \( \cdot \) (for a total of 13 atoms \cite{1} as \( ei = e \))

for a QCN of Interval Algebra is shown in Figure 1b). Other fundamental reasoning problems include the \textit{minimal labelling} (or \textit{deductive closure}) problem and the \textit{redundancy} problem \cite{29}. The minimal labelling problem is the problem of finding the strongest implied constraints of \( \mathcal{N} \), and the redundancy problem is the problem of determining if a given constraint in \( \mathcal{N} \) is entailed by the rest of \( \mathcal{N} \) (that constraint being called redundant, as its removal does not change the solution set of the QCN). In general, for most qualitative constraint languages the satisfiability problem is \textit{NP}-complete. Further, the redundancy problem, the minimal labelling problem, and the satisfiability problem are equivalent under polynomial Turing reductions \cite{10}.

Coming back to the discussion about the purpose of our plan of action, we want to push the envelope in QSTR by providing novel and efficient methods for tackling the aforementioned fundamental reasoning problems, but also—and most importantly—for tackling dynamic variations thereof, i.e., problems stated in terms of changing input data. To this end, we will pursue research in the following two directions:

- we will explore new local consistencies for QCNs and, in particular, local consistencies that rely upon singleton checks, i.e., constraint checks involving a temporary assignment of a singleton relation (defined by an atom) to the constraint at hand (for example, all the constraints in Figure 1c are defined by singleton relations), and that exploit the structure of the constraint graph of a given QCN, similarly to ongoing research in traditional constraint programming (which considers finite domains and, hence, different propagation techniques) \cite{44, 24};

- we will define efficient algorithms pertaining to the new local consistencies, emphasizing on their dynamicity, which will enable them to be readily available for time-critical applications and dynamical systems that are subject to uncertainty and perturbation of the input data; furthermore, as existing state-of-the-art algorithms for enforcing current local consistencies are static in nature \cite{34, 30, 35, 22, 32, 37}, i.e., they operate on fixed input data (this will be stressed again in more detail in Section 4), we will provide dynamic variants of those algorithms as well and, consequently, fill this research void, which has occurred due to rapid advances in QSTR over the past few years missing out on that aspect.

In summary, our aim is to theoretically establish new techniques to efficiently handle qualitative spatial and temporal information in a dynamic setting, but also develop readily available tools for putting these techniques into practice.
3 State of the art

In the context of Qualitative Spatial and Temporal Reasoning, and with regard to local consistencies and algorithms for enforcing them in particular, the state of the art has been established by the main author and close collaborators in the published works of [34, 30, 35, 22, 32, 37]. We will briefly go over these key references in what follows.

In [34, 30] the authors propose a new local consistency (at that time) in the context of qualitative constraint-based reasoning that serves as the counterpart of directional path consistency in traditional constraint programming [12] or quantitative temporal reasoning [11], and is mainly distinguished by the fact that the involved consistency notions are tailored to handle infinite domains and qualitative relations. This local consistency is called directional partial closure under weak composition and is denoted by $\diamondsuit_G$-consistency. In particular, $\diamondsuit_G$-consistency entails consistency for all ordered triples of variables of a QCN that correspond to triangles of a given graph $G$. This ordering can be specified by a bijection between the set of the variables of a QCN and a set of integers, and can be chosen randomly or via an algorithm or heuristic.

Definition 2. A QCN $\mathcal{N} = (V,C)$ is $\diamondsuit_G$-consistent with respect to a graph $G = (V,E)$ and an ordering $(\alpha^{-1}(0),\alpha^{-1}(1),\ldots,\alpha^{-1}(n-1))$ defined by a bijection $\alpha : V \rightarrow \{0,1,\ldots,n-1\}$ iff for all $v_i,v_j,v_k \in V$ such that $\{v_k,v_i\},\{v_k,v_j\},\{v_i,v_j\} \in E$ and $\alpha(v_i) < \alpha(v_j) < \alpha(v_k)$ we have that $C(v_i,v_j) \subseteq C(v_i,v_k) \circ C(v_k,v_j)$, where symbol $\circ$ denotes the weak composition operation [20].

The authors then proceed to prove that $\diamondsuit_G$-consistency solves the satisfiability problem for a certain class of qualitative relations, called a distributive class of relations. This work is further extended in [35] to include more theoretical and practical results concerning other fundamental reasoning problems as well, such as the problem of scenario extraction from a satisfiable QCN (where a scenario is defined to be a satisfiable atomic QCN, see also Figure 1c).

Then, in [22] the authors show how $\diamondsuit_G$-consistency can be used to efficiently achieve $\circ_G$-consistency for a given QCN that is defined over a distributive class of relations, which is a stronger local consistency with implications in the minimal labelling and the redundancy problems. Specifically, $\circ_G$-consistency can be seen as $\diamondsuit_G$-consistency when the notion of ordered triples of variables is not taken into account, i.e., $\diamondsuit_G$-consistency entails consistency for all triples of variables of a QCN that correspond to triangles of a given graph $G$.

Definition 3. A QCN $\mathcal{N} = (V,C)$ is $\circ_G$-consistent with respect to a graph $G = (V,E)$ iff $\forall\{v_i,v_j\},\{v_i,v_k\},\{v_k,v_j\} \in E$ we have that $C(v_i,v_j) \subseteq C(v_i,v_k) \circ C(v_k,v_j)$.

In [32] the authors build upon the work of [22] and demonstrate how $\diamondsuit_G$-consistency can be used to efficiently achieve $\circ_G$-consistency for any given QCN and not just for a QCN defined over a distributive class of relations. To this end, they exploit the notion of abstraction for QCNs, which is an idea adopted from concepts of abstract interpretation [9]. In particular, a QCN is typically abstracted by relaxing some of its constraints in order to satisfy some defined property.

Finally, in [37] the authors define a singleton-check-based local consistency that is strictly stronger than any of the local consistencies known to date, called collective singleton-check-based consistency and denoted by $\circ_G^\ast$-consistency.

Definition 4. A QCN $\mathcal{N} = (V,C)$ is $\circ_G^\ast$-consistent with respect to a graph $G = (V,E)$ iff $\forall\{v,v'\} \in E, \forall b \in C(v,v')$, and $\forall\{u,u'\} \in E$ we have that $\exists b' \in C(u,u')$ such that $b \in C'(v,v')$, where $(V,C') = _G^\ast(\mathcal{N}_{[u,u'/\{v\}})$, and where $\circ_G^\ast(\cdot)$ is the closure of $\cdot$ under $\circ_G$-consistency.
(a) A $\prec_G$-consistent QCN $\mathcal{N}$

(b) $\mathcal{N}_1 = \prec_G(\mathcal{N}_{[x_1,x_3]}/\{p\})$

(c) $\mathcal{N}_2 = \prec_G(\mathcal{N}_{[x_1,x_3]}/\{pi\})$

(d) $\mathcal{N}_1 \cup \mathcal{N}_2 \subset \mathcal{N}$

Figure 2: A $\prec_G$-consistent QCN of Interval Algebra along with a demonstration of how enforcing $\prec_G$-consistency can further eliminate invalid atoms; $G$ is the complete graph on $\{x_1, x_2, x_3, x_4\}$

A motivating example of the application of $\prec_G$-consistency is shown in Figure 2. As noted in [37] this local consistency can be essential for approximating satisfiability of QCNs and can play a crucial role in tackling the minimal labeling problem of a QCN in particular, as it is both strictly stronger and more efficient to enforce than the consistencies that had been utilized until that time to tackle the aforementioned problems; however, the exact performance gains that it may offer in the context of those problems have yet to be thoroughly experimentally studied.

4 Significance and scientific novelty

The significance and scientific novelty of the proposed research plan can already be drawn from the various applications of Qualitative Spatial and Temporal Reasoning (QSTR) detailed in Section 1 and the research directions described in Section 2. Specifically, by now the reader should be able to assert that QSTR is an active application area within Artificial Intelligence (AI), spanning several decades of research, and that fundamental scientific advances in that discipline are well adopted and appreciated by the research community and the industry. Nevertheless, in this section we delve into the particulars of our proposed research directions to pinpoint exactly how our proposal moves forward and innovates the current research frontier.

With regard to the direction concerning local consistencies that rely upon singleton checks, we would like to build upon the state-of-the-art local consistency of $\prec_G$-consistency, presented in Section 3 and define weaker variants of it, thus enriching the family of consistencies for QCNs. Specifically, the weaker variants will restrict singleton checks to the neighborhood of the constraint in question. Early experiments in that direction have shown really promising results for constraint satisfaction problems (CSPs) in traditional constraint programming [44][24], which is due to the fact
that constraint revisions tend to propagate themselves to just neighbouring constraints. In that
respect, we will also seek a balance between the strong theoretical properties that $\mathbf{\cup}_G$-consistency
offers, viz., that it is strictly stronger than any of the local consistencies known to date and can hence
remove more unfeasible atoms in a given QCN than those consistencies (see [37, Section 4]), and the
efficiency that should characterize algorithms for enforcing weaker variants of it. In particular, it will
be interesting to investigate how good of an approximation certain variants of $\mathbf{\cup}_G$-consistency can
achieve in terms of pruning capability and consequent implications in the problems of satisfiability,
minimal labelling, and redundancy.

Studying local consistencies by itself makes for a solid line of research, but, all things considered,
in the end a local consistency is only as good as the algorithm that enforces it. This brings us
to our second research direction, that of defining efficient algorithms pertaining to the new local
consistencies with an emphasis on their dynamicity. As a first step, for the state-of-the-art algorithm
that enforces $\mathbf{\cup}_G$-consistency [37, Section 5], we would like to explore queuing strategies such that
the singleton checks are applied in a more fruitful manner. In particular, it would make sense to
prioritize certain singleton checks that are more likely to eliminate atoms anywhere in the network
at hand, because this could unveil certain inconsistencies faster, but also lead to fewer constraint
checks overall. Such strategies have been used to much success in the case of $\mathbf{\cap}_G$-consistency [13, 23].
These queuing strategies will be employed for the algorithms that will be designed to enforce
the discussed weaker variants of $\mathbf{\cup}_G$-consistency as well. Furthermore, dynamic algorithms will
be developed to accommodate real-time computing and just-in-time inference for efficient and
flexible handling of incrementally available spatial and temporal information. For instance, let us
consider the problem of qualitative spatio-temporal stream reasoning, i.e., the problem of incremental
spatio-temporal reasoning over streams of information, studied in [17, 10]. This is an essential
problem as, with the amount of data that is continuously produced, AI applications such as robotic
systems are often tasked with reasoning about incrementally available information, and drawing
relevant conclusions over such data flows and reacting to new situations with minimal delays is
important. In both of those works, viz., [17, 10], the authors present approaches that rely upon the
incremental functionality of the state-of-the-art algorithm at that time for enforcing $\mathbf{\cap}_G$-consistency [1]
which is described in [15, Section 3]. Although we have developed much more efficient algorithms
for enforcing $\mathbf{\cap}_G$-consistency in a given QCN [22, 32] (see also the discussion in Section 5), such
incremental functionality is not available in these algorithms for they are designed to operate on
fixed input data; this is also the case for the state-of-the-art algorithms for enforcing the rest of the
consistencies detailed in Section 3 viz., $\mathbf{\cap}_G$-consistency and $\mathbf{\cup}_G$-consistency [34, 30, 35, 37]. Thus,
obtaining dynamic variants of those algorithms is a critical task that needs to be resolved.

5 Preliminary results

Towards our end goal of making the significant contributions specified in Section 2, we have already
implemented a lazy algorithm for efficiently approximating $\mathbf{\cup}_G$-consistency for a given QCN $\mathcal{N} =
(V,C)$ with respect to a graph $G = (V,E)$ [36], a high-level description of which is provided in
Algorithm 1. The algorithm is called $\text{lPSWC}_G$, which stands for lazy $\cup$-collective partial singleton-
check-based closure under weak composition, and its laziness is due to the fact that it takes a
non-exhaustive approach and performs a singleton check only for a constraint that has been revised
and put into the queue due to a previous singleton check for some other constraint; this leads to

1 The authors refer to $\mathbf{\cap}_G$-consistency as algebraic closure in their work.
Algorithm 1: $\ell$PSWC$^U(N, G)$

<table>
<thead>
<tr>
<th>in</th>
<th>A QCN $N = (V, C)$, and a graph $G = (V, E)$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>out</td>
<td>A sub-QCN of $N$.</td>
</tr>
<tr>
<td>begin</td>
<td>$N \leftarrow \varnothing(G)$;</td>
</tr>
<tr>
<td></td>
<td>$Q \leftarrow E$;</td>
</tr>
<tr>
<td>while $Q \neq \emptyset$ do</td>
<td>$(V, C') \leftarrow \bot^V$;</td>
</tr>
<tr>
<td>foreach $b \in C(v, v')$ do</td>
<td>$(V, C') \leftarrow (V, C') \cup \varnothing(N[v, v'] \setminus {b})$;</td>
</tr>
<tr>
<td></td>
<td>$C(v, v') \leftarrow C'(v, v')$;</td>
</tr>
<tr>
<td></td>
<td>if $(V, C') \subset N$ then</td>
</tr>
<tr>
<td>foreach ${u, u'} \in E \setminus {v, v'}$ do</td>
<td>if $C'(u, u') \subset C(u, u')$ then</td>
</tr>
<tr>
<td></td>
<td>$C(u, u') \leftarrow C'(u, u')$;</td>
</tr>
<tr>
<td></td>
<td>$C(u', u) \leftarrow C'(u', u)$;</td>
</tr>
<tr>
<td></td>
<td>$Q \leftarrow Q \cup {u, u'}$;</td>
</tr>
<tr>
<td>return</td>
<td>$N$;</td>
</tr>
</tbody>
</table>

We evaluated the performance of algorithm $\ell$PWPC$^U$ against the state-of-the-art algorithm for enforcing $\varnothing^G$-consistency and, at the same time, yield excellent approximations of $\varnothing^G$-consistency.

The results of our experimental evaluation are detailed in Tables 1 and 2 where a fraction $x/y$ in Table 1 denotes that an approach required $x$ seconds of CPU time and performed $y$ constraint checks per atom removals on average per dataset of networks during its operation. In short, with respect to computational effort, Table 1 shows that $\ell$PSWC$^U$ had a significant advantage over PWPC$^U$ in all cases and, in particular, that $\ell$PSWC$^U$ was up to 3 times faster than PWPC$^U$ on average for the more difficult instances; and with respect to pruning capability, Table 2 shows that, in most cases, $\ell$PSWC$^U$ performed almost the same pruning in the labels of a given QCN as PWPC$^U$. We note
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Table 1: Evaluation of the computational effort of algorithms PSWC$ \cup$ [37] and $\ell$PSWC$ \cup$ with structured random Interval Algebra networks of model BA(n = 150, m) [33]

<table>
<thead>
<tr>
<th>m</th>
<th>min</th>
<th>$\mu$</th>
<th>max</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{0.55 s}{5k}$</td>
<td>$\frac{1.89 s}{10k}$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{9.64 s}{16k}$</td>
<td>$\frac{52.65 s}{58k}$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{81.35 s}{44k}$</td>
<td>$\frac{874.05 s}{348k}$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{0.00 s}{1}$</td>
<td>$\frac{0.77 s}{22}$</td>
<td>$\frac{24.75 s}{569}$</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of the pruning capability of algorithm $\ell$PSWC$ \cup$ compared to that of PSWC$ \cup$ [37] with the Interval Algebra networks used in Table 1. A percentage $x\%$ denotes that $\ell$PSWC$ \cup$ removed $x\%$ less atoms than PSWC$ \cup$.

<table>
<thead>
<tr>
<th>m</th>
<th>min</th>
<th>$\mu$</th>
<th>max</th>
<th>med</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>3</td>
<td>0%</td>
<td>0.22%</td>
<td>3.94%</td>
<td>0%</td>
</tr>
<tr>
<td>4</td>
<td>0%</td>
<td>1.45%</td>
<td>74.43%</td>
<td>0%</td>
</tr>
<tr>
<td>5</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

that the constraints were processed in random order.

6 Conclusion

In this position paper we provided a research roadmap of what we think the next steps should be to go beyond the state of the art in Qualitative Spatial and Temporal Reasoning (QSTR) and, hence, “pursue the Holy Grail” in that context. We made the case for researching novel local consistencies in the aforementioned discipline, and defining dynamic algorithms pertaining to these consistencies that can allow for efficient reasoning over streams of spatio-temporal information.
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